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Abstract

Breast diseases pose a significant threat to women’s health, so early detection and treatment are extremely im-
portant. In this context, early disease identification has become crucial in the diagnosis and treatment of breast 
diseases. This paper begins by outlining the pivotal role of mammography in the early diagnosis of breast cancer, 
comparing the structural similarities and differences between normal and diseased breast tissues. This compar-
ison underscores the primary role of mammography in the diagnosis and treatment of breast diseases. Addition-
ally, our paper provides an overview of fundamental concepts related to breast cancer detection, diagnosis, and 
prediction systems. It delves into the latest research developments in auxiliary diagnostic detection, examination, 
and risk prediction systems associated with breast cancer. Our objective is to offer a comprehensive understand-
ing of the role of computer-aided detection, diagnosis, and prediction systems in breast diseases, fostering further 
development and application. This work aims to explore and drive innovation in the field, enhance early detection 
rates of breast diseases, and guide readers towards novel directions, thus contributing to female healthcare man-
agement.
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Highlights

Computer-assisted detection, diagnosis, and prediction systems play an effective role in diagnosing and treating 
female breast diseases and monitoring the course of disease. Especially in mammography imaging, they provide 
key support for the early diagnosis of breast cancer. This highlights the significance of modern technology in en-
hancing breast disease management and improving women’s health.

Introduction

Since 1991, the incidence of breast cancer has 
been on the rise, establishing it as the predomi-
nant cause of mortality among women aged 20 
to 59. According to the global cancer statistics 
report released by the American Cancer Society 
in January 2023, breast cancer has become 
the most prevalent cancer among women. It 
was estimated that in 2023, there would be 
300,590 new cases of breast cancer in the 
United States with 297,790 female cases, con-
stituting for 31% of all cancers in women [1].

The strategies pertaining to early detection 
and treatment of breast cancer have garnered 
substantial attention and witnessed notable 
advancements [2]. The mortality rate linked to 
breast cancer in women attained its apex in 
1989 and since then has exhibited a declining 
trajectory. This downward trend can be attribut-
ed to advancements in early detection tech-
nologies, particularly notable enhancements 
in mammography, ultrasound, and treatment 
modalities, resulting in a substantial 42% re-
duction in the mortality rate [3]. Practice has 
proven that imaging plays a very important role 
in the detection, diagnosis, and prediction of 
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breast diseases. Timely screening and early 
intervention and treatment have demonstrated 
significant efficacy in enhancing patient surviv-
al rates [2].

In the realm of breast disease diagnosis, the 
main examination methods encompass X-rays, 
ultrasound, MRI, computed tomography, among 
others. Mammography X-ray examination is 
simple to operate and low in cost, so it is the 
preferred imaging diagnostic method [4]. Com-
puter-aided diagnosis (CAD) system, an integra-
tion of medical imaging and computer science, 
colloquially referred to as the “radiologist’s 
auxiliary visual aid”, is meticulously crafted to 
expedite the overall comprehension of mammo-
grams by radiologists. Empirical observations 
have substantiated that the capacity of the CAD 
systems can improve the early detection rate of 
cancers. For example, the study by Morton and 
his team showed a 7.62% increase in the detec-
tion of breast cancers using CAD in cases with 
benign or negative results [5]. The CAD system 
exhibits proficiency in prognosticating the ma-
lignancy level of breast lesions. Illustratively, 
a study conducted by Ramadan et al. in 2016 
employed a feature selection algorithm and a 
support vector machine classifier to analyze 
features such as morphology, size, and margins 
of breast masses to predict their malignancy, 
and showed an accuracy rate of 84.7% [6].

In recent times, deep learning (DL) has demon-
strated significant achievements across diverse 
domains, encompassing applications such as 
automatic speech recognition and optical char-
acter recognition, natural language processing, 
as well as object detection, recognition, and 
classification. These milestones signify not 
only a notable progression within the sphere of 
machine learning but also herald a new epoch 
in the domain of computer vision [7]. Conse-
quently, DL methodologies have sparked unpar-
alleled enthusiasm in various sectors of pattern 
recognition and artificial intelligence (AI), no-
tably including the domain of CAD in the field 
of medicine. CAD integrates machine learning 
techniques and interdisciplinary knowledge to 
analyze medical imaging and non-imaging data, 
facilitating the provision of analytical outcomes 
to clinicians. The outcomes generated by the 
CAD system function as a secondary evalua-
tion or decision support for patients at diverse 
stages of the healthcare continuum [8]. This 
underscores the scalability and dependability 
of CAD as a decision support tool for clinicians, 
particularly in the realm of breast imaging ap-
plications.

This paper, firstly, introduces the detection 

methods of breast X-ray imaging, emphasizing 
its significance in the early diagnosis of breast 
cancer. By comparing the structures of normal 
and pathological breast tissues, the pivotal role 
of breast X-ray mammography in the diagnosis 
and treatment of breast diseases is elucidat-
ed. Subsequently, the article provides a brief 
overview of the fundamental concepts related 
to breast cancer detection, diagnosis, and pre-
diction systems. It further delves into recent 
research developments, with a specific focus 
on advancements in breast cancer auxiliary di-
agnostic detection and risk prediction systems. 
The purpose of this paper is to review breast 
cancer CAD systems and related technologies 
based on mammography imaging, with an aim 
to attract more attention to the field of breast 
cancer CAD research and advance studies on 
breast cancer detection, diagnosis, and predic-
tion systems.

Applicability of mammography imaging in the 
diagnosis and treatment of breast diseases

Imaging modalities have long been indispens-
able in both the initial screening and later-stage 
assessment of breast cancer. Currently, in the 
diagnostic process of breast cancer, physicians 
prefer non-invasive examination techniques 
to minimize adverse effects on patients’ body. 
Ultrasound, mammography, and MRI are com-
monly employed detection modalities in the 
medical staff’s pursuit of accurate disease de-
termination. They can effectively participate in 
the process of detecting and classifying breast 
lesions [9]. Simultaneously, they can contribute 
to the preoperative staging, efficacy evaluation, 
and prognosis monitoring processes. Mam-
mography images can fully reflect the anatomy 
of the whole breast, presenting most of the 
features for qualitative diagnosis, and in partic-
ular, clearly showing the micro calcified foci of 
breast lesions. Therefore, most studies adopt 
molybdenum images, a considerable number 
of studies utilize ultrasound images, and a mi-
nority of studies used MRI [10].

During the mammography, a patient is first 
palpated by an experienced doctor before film 
taking. The patient undergoes the routine ul-
trasound examination first, followed by photog-
raphy. Bilateral breast axial craniocaudal (CC) 
view (the patient’s bilateral breasts are placed 
flat between two splints, and the mammogra-
phy X-ray is irradiated vertically from top to bot-
tom) and the mediolateral oblique (MLO) view 
(the patient is placed in the upright position, 
placing the film beneath the breast externally, 
and the X-ray is projected at an angle of 45° 
from the lower part of the breast) are usually 
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chosen for imaging (Figure 1). Figure 1 was cit-
ed from the Chinese Mammography Database.

In mammography images depicting normal 
breast tissue, distinct anatomical components, 
such as the nipple, areola, skin, subcutaneous 
fat, and glandular tissue, are typically discern-
ible. Conversely, mammographic images of pa-
tients afflicted with breast tumors often present 
of calcifications, masses, or a combination of 
both. Calcifications can manifest in both benign 
and malignant neoplasms. For clinicians, fac-
tors such as the size, shape, and distribution 
of calcifications hold diagnostic significance. 
Masses usually exhibit varying shape and 
margin distortion, presenting as round, oval, 
lobulated, or irregular entities with indistinct 
boundaries, accompanied by spiculations and 
infiltrations, often featuring higher densities in 
relation to the surrounding glandular tissue. Be-
cause breast cancer is a malignant tumor that 
results from the abnormal proliferation of duc-
tal or lobular epithelial cells in breast tissue, a 
high prevalence is found in the breast epithelial 
tissue [11].

In mammography images, normal breast tissue 
and cancer-affected breast tissue exhibit dis-
tinct structural differences, including density, 
morphology, borders, and microcalcifications. 
Breast cancer tissue typically appears as ar-
eas of high density in mammography images, 
whereas normal breast tissue is characterized 
by uniformly distributed low-density areas [12]. 
Morphologically, breast cancer tissue may pres-
ent as irregular nodules, patches, or masses, 
while normal breast tissue generally exhibits 
a more uniform appearance. The borders of 
breast cancer tissue tend to be less defined, 
often displaying spiculated or irregular edges, 
whereas the borders of normal breast tissue 
are clearer [13]. In mammography images, 
breast cancer tissue may manifest as atypical 
microcalcifications, a feature that is generally 
absent in normal breast tissue. These structur-

al variances play a crucial role in early diagno-
sis and quantitative analysis of breast cancer. 
Early detection of breast cancer can enhance 
the likelihood of successful treatment and 
reduce the risk of patient mortality. Mammog-
raphy imaging aids clinicians in detecting ab-
normal breast tissue and identifying potential 
tumors at an early stage.

With mammography imaging technology, physi-
cians can utilize features, such as image densi-
ty, morphological characteristics, boundary clar-
ity, and microcalcifications, to identify potential 
abnormal tissues. With their medical expertise 
and clinical experience, physicians can assess 
these image features and make accurate di-
agnoses by integrating them with other clinical 
information. Furthermore, advanced imaging 
techniques, such as digital mammography and 
breast ultrasound, provide more detailed infor-
mation about breast tissue, assisting doctors 
in precise diagnosis and formulating treatment 
plans [14].

In the diagnosis of suspected breast lesions in 
females, X-ray mammography and breast ultra-
sound exhibit comparable diagnostic accuracy, 
albeit with X-ray mammography images demon-
strating notably higher specificity than breast 
ultrasound, characterized by robust targeting 
capabilities and heightened sensitivity. The rap-
id advancements in computerized imaging and 
digital image processing technologies have pro-
pelled the progress of mammography, yielding 
clearer images with enhanced contrasts [15]. 
Leveraging low-energy, long-wavelength X-rays 
with limited penetration, mammography is par-
ticularly well-suited for breast tissue examina-
tion [16]. Globally, it is widely acknowledged as 
the foremost screening tool for breast cancer. 
In the United States, mammography has been 
integrated into routine screenings for women as 
an essential diagnostic tool. Per the guidelines 
of the American Cancer Society, routine mam-
mograms are recommended every one to two 

Figure 1.  Example of the available views from a mammographic session. (A) Right CC view; (B) Left CC view; (C) 
Right MLO view; (D) Left MLO view. This figure was cited from the Chinese Mammography Database. CC, cranio-
caudal; MLO, medial-lateral oblique.



4

Progress in Medical Devices 2024; 2 (1): 1-11. PMD23090222

Progress in Medical Devices

years for women aged 40 to 49, which signifi-
cantly enhances the early detection of breast 
cancer [17].

Application of mammography imaging in the 
diagnosis and treatment of breast diseases

Imaging technology is a crucial means for the 
diagnosis, staging, and assessment of breast 
cancer. Studies using computers to automat-
ically analyze radiographic images emerged 
in the 1960s. Some researchers attempted to 
use computers to automatically detect breast 
abnormalities, a pursuit constrained by com-
putational resource limitations and challenges 
associated with acquiring high-fidelity digitized 
image data [18]. Despite the initial feasibility of 
these early endeavors, they garnered limited at-
tention. Over the subsequent five decades, sig-
nificant advancements have unfolded in the do-
main of medical imaging technology. By 2017, 
a study showed that the sensitivity of breast 
cancer screening with mammography images 
had increased from 78.7% to 86.9% [19].

In the quest to enhance the lucidity of patient 
lesion details and enable refined and accurate 
diagnostic assessments, ongoing advance-
ments in medical imaging technology persist, 
accompanied by a proliferation of data. Iter-
ative reviews or the involvement of multiple 
radiologists in the interpretation of the same 
mammographic image have the potential to 
diminish misdiagnosis rates. However, this ap-
proach can be exceedingly labor-intensive and 
costly, exerting a substantial burden on health-
care systems. In 1966, Ledley proposed CAD 
system in an article published in Science [20]. 
This system integrates computer technology 
with medical diagnosis, utilizing robust compu-
tational capabilities to analyze medical images 
and assist physicians in disease diagnosis. The 
initial CAD systems can be categorized into two 
types: one is CADe that used for computer-aid-

ed detection, in which the computer annotates 
and indicates the location of suspected lesion 
areas in the medical image, followed by the 
doctor’s diagnosis of the condition and man-
agement of the patient; and the other is CADx 
that used for computer-aided diagnosis, in 
which the preliminary task of annotating lesion 
areas is given to a person or a computer, with 
the computer generating the final diagnosis 
results and displaying them to the physician, 
such as the probability of malignancy. CAD has 
been used to screen mammography images for 
over 20 years. In recent years, the convergence 
of AI and computer-aided detection and diagno-
sis has led to the emergence of AI-CAD, which 
harnesses the potential of cutting-edge tech-
niques such as machine learning and DL for in-
tricate medical image analysis and diagnostics. 
By leveraging these cutting-edge technologies, 
AI-CAD surpasses traditional CAD systems, 
better comprehending the complex features of 
medical images and providing more accurate 
diagnostic results (Figure 2). This system not 
only facilitates the identification of anomalous 
regions but also delivers refined diagnostic rec-
ommendations based on extensive data, there-
by amplifying a more significant role in clinical 
applications.

Overall, CADe provides comprehensive detec-
tion support, while CADx emphasizes rapid 
diagnosis of abnormal regions. AI-CAD, on the 
other hand, has made significant strides in both 
aspects, leveraging advanced AI technologies 
to enhance diagnostic accuracy and efficiency.

Mammography used in the detection of breast 
diseases

The purpose of CADe is to automate the local-
ization of disease classification and to integrate 
the physician’s judgement to form a practical 
and useful diagnostic prediction. Huo et al. in-
vestigated a CADe based on mammography im-

Figure 2. Traditional CAD and AI-CAD processes. (A) Human defines features: CAD; (B) AI extracts features from 
learning data: Deep Learning AI-CAD. CAD, computer-assisted diagnosis; AI, artificial intelligence.
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ages, in which a radiologist or an experienced 
X-ray examiner manually scored the appearance
of the mass in the image and then followed up
with a computer [21]. In the preliminary investi-
gation, four features, namely spiculation, edge
density, and two density correlation metrics of
the mass, were extracted and subsequently
subjected to classification utilizing a neural
network and a hybrid classifier, ultimately gen-
erating the detection outcomes. Subsequent to
the initial study, Huo et al. made several itera-
tive improvements to the methodology. The first
improvement involved the application of region
growing and radial edge gradients to extract
spiculation features, introducing a rule-based
method and the integration of an artificial neu-
ral network as a hybrid information processing
approach [22]. In Huo’s earlier study, they used
the patient’s mammography images in MLO
position and head-to-tail CC position, while in
the subsequent study, images in special posi-
tions (such as spot compression or spot mag-
nification views) were also added. Studies have
shown that mammography images with special
views are more helpful for radiologists in dis-
tinguishing benign and malignant lesions than
images with standard views [23].

Liao et al. developed a DL system based on 
DenseNet combined with quality algorithms 
[24]. The system exhibited high sensitivity in de-
tecting breast mass, outstanding performance 
in diagnosing benign-malignant asymmetric 
lesions, and proficiency in diagnosing such 
lesions in both dense and non-dense breasts. 
This system demonstrated an excellent per-
formance compared with junior radiologists. 
Balaji et al. proposed a breast cancer detection 
method based on Chimp Optimization Algo-
rithm Based Type-2 Intuitionistic Fuzzy C-Means 
Clustering (COA-T2FCM), combining type-2 intu-
itionistic fuzzy C-means clustering and an oppo-
sitional function [25]. The method was tested 
on three datasets, exhibiting high accuracy and 
similarity. Similarly, Pal et al. employed a hybrid 

segmentation technique based on Fruitfy opti-
mization algorithm and Fuzzy C-Means cluster-
ing, utilizing extended Gabor wavelet transform 
for MRI image feature extraction, enabling early 
diagnosis of breast cancer. Research findings 
indicated a superior performance and accuracy 
(96.50%) of the hybrid segmentation technique, 
holding promising implications for precise local-
ization of breast cancer lesions [26].

The optimization of mammography imaging 
for breast cancer detection is fundamentally 
grounded in two key dimensions: patient posi-
tioning and the application of CADe strategies 
in image processing.

Strategically adjusting the patient’s posture to 
an optimal position is a pivotal factor influenc-
ing the efficacy of breast X-ray mammography 
image detection. This adjustment is not merely 
a procedural formality but a critical determinant 
in mitigating the complexities associated with 
image interpretation. The optimization strategy 
serves not only to alleviate challenges posed 
by anatomical complexities but also provides 
a stable and reliable foundation for CADe sys-
tems.

Simultaneously, the development and applica-
tion of CADe strategies offer new possibilities 
for optimizing diagnostic accuracy and the 
workflow of healthcare professionals. Beyond 
their conventional role as diagnostic aids, im-
proved CADe trategies are poised to yield pro-
found impacts, including heightened accuracy 
in breast cancer diagnosis, reduced cognitive 
burden on healthcare professionals, and alter-
ations to existing diagnostic patterns. These 
advancements hold promise to simplify pro-
cesses and foster an environment conducive 
to improving diagnostic outcomes, shaping the 
future landscape of breast X-ray mammogra-
phy imaging in breast cancer detection. This 
progress not only strengthens the theoretical 
foundations of mammography imaging but also 

Table 1. Some neural network architectures for medical tissue segmentation and classification
Network name Reference
CNN Cai et al. (2020) [53]

Chakravarthy and Rajaguru (2022) [54]
U-Net Ronneberger et al. (2015) [55]
VGGNet Simonyan and Zisserman (2014) [56]
DenseNet Huang et al. (2017) [57]
ImageNet Sert et al. (2017) [58]
UNETR Hatamizadeh  et al. (2022) [59]
Transunet Chen et al. (2021) [60]
Doubleu-net Jha et al. (2020) [61]
Swin-unet Cao et al. (2022) [62]
Medical SAM adapter Wu et al. (2023) [63]
Note: CNN, Convolutional Neural Network; VGG, Visual Geometry Group; UNETR, U-net Transformer.
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provides valuable insights for future research 
and clinical practices.

Mammography used in the diagnosis of breast 
cancer

In the mid-1980s, the University of Chicago 
began to focus on CADx for the diagnosis of 
breast cancer based on mammography images 
[27]. Early-stage breast cancer usually presents 
tiny masses and microcalcifications that are 
challenging to detect in medical images. Apply-
ing CAD in the diagnosis of breast cancer can 
improve the accuracy of the localization and 
identification of lumps and calcification sites 
and to reduce identification errors due to the 
overlapping of structures or the presence of 
speckles in the image pictures.

Convolutional Neural Networks (CNNs), which 
originated as a new neural network in the early 

1980s, were introduced into the field of medi-
cal image analysis in 1993 and are now widely 
used for solving a variety of technical problems 
in medical imaging (Figure 3) [28-30]. The 
input images in the neural network shown in 
Figure 3 was cited from the Chinese Mammog-
raphy Database. Most of studies adapted some 
well-known CNN architectures, such as modi-
fied versions of the architectural frameworks of 
AlexNet, various iterations of GoogleNet, and 
diverse iterations of Microsoft’s ResNet, with 
alterations in the hyperparameters or kernel 
layers of the original structures [31-33]. Table 
1 lists some neural network architectures for 
medical tissue segmentation and classification. 
Drawbacks of DL include the requirement for 
large datasets for training and uncertainties 
in the diagnostic significance of many deep-
learned image features. This uncertainty dimin-
ishes the interpretability of deep neural net-
work outputs, making the assessment of the 

Figure 3. Convolutional neural networks. The input images in the neural network shown was cited from the Chi-
nese Mammography Database. 

Figure 4. U-net architecture. This figure was adapted from [34]. 
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importance of imaging information and the role 
of each feature in classification performance 
rather challenging.

Almajalid et al. designed a DL framework with a 
segmentation architecture and applied it to the 
assisted diagnosis of breast cancer based on 
molybdenum target images called U-net (Figure 
4) [34]. Figure 4 is adapted from [34]. U-net 
is a CNN framework that has been widely ad-
opted by numerous researchers in subsequent 
studies. Given the significant time cost asso-
ciated with manual segmentation, automatic 
segmentation of images has become an inevi-
table trend. Ragab et al. devised an ensemble 
deep-learning-enabled clinical decision support 
system for breast cancer diagnosis and classi-
fication (EDLCDS-BCDC) on ultrasound images, 
which incorporates chaotic krill herd algorithm 
and Kapur entropy techniques and uses opti-
mal multilevel thresholding for image segmen-
tation to identify regions affected by tumors [9]. 
Integration of three DL models (Visual Geome-
try Group (VGG)-16, VGG-19, and SqueezeNet) 
is used for feature extraction. Cat swarm opti-
mization based on the multi-layer perceptron 
model is also used to classify breast cancer 
images to determine the presence of cancer. 
In contrast to the current prevalent learning 
approach, Chaudhury introduced a novel DL 
framework for diagnosing and classifying breast 
cancer using the concept of transfer learning 
[35]. Migration learning aims to acquire specif-
ic information from one problem to solve other 
similar problems. As a result, Chaudhury de-
signed an attribute mining structure that uses 
CNN architectures such as GoogleNet, VGGNet, 
and residual networks that have been previ-
ously trained and fed into a fully linked layer to 
classify malignant and benign cells using an 
average pooling classification method. Wang et 
al. proposed a new model named DisAsymNet, 
employing self-adversarial learning guided by 
an asymmetric attention transformer to under-
stand the differences between asymmetric and 
symmetric images for classification and diagno-
sis [36].

Qi et al. developed an automatic breast cancer 
diagnosis system that can be installed on a 
smartphone [37]. The scheme used molyb-
denum target images as input. Firstly, noise 
in the captured images was reduced, and 
high-quality images were reconstructed. Then, 
an initial subsystem was designed using a 
stacked denoising autoencoder framework and 
a generative adversarial network. Ultimately, 
a deep convolutional neural network was em-
ployed to capture the high-level features of the 
images and conduct binary classification of 

breast images, discerning between benign and 
malignant diagnoses. Ting et al. recommend-
ed a convolutional neural network algorithm 
to improve the classification of breast cancer 
laceration, which helps professionals diagnose 
the disease and classify the molybdenum imag-
es as benign, malignant, or healthy [38]. Kaur 
et al. developed a new algorithm with multi-
ple support vector machines (MSVM) and DL 
mechanisms as the basis for proposing an au-
tomated system for breast cancer molybdenum 
images using k-mean clustering, and MSVM 
hybrid accelerated the recovery of features to 
obtain better classification results [39]. Follow-
ing rigorous quantitative analysis and experi-
mental validation, the study recommended the 
adoption of a multi-layer perceptron and J48+K 
mean clustering WEKA approach to achieve 
heightened accuracy. Baccouche et al. investi-
gated an end-to-end based You Only Look Once 
(YOLO) fusion model for breast lesion detection 
and classification [40]. Their results indicated 
that using the YOLO model held promise in 
capturing overlooked lesions in early screen-
ing views that were clearly visible in the latest 
screening images.

Within the domain of CADx for diagnosing 
breast cancer through mammography images, 
it becomes apparent that the predominant 
strategies center on the DL-based classification 
of benign and malignant cancer images, as well 
as the segmentation of lesions within these im-
ages. Simultaneously, apart from efforts aimed 
at augmenting the precision of neural network 
diagnostic outcomes, there is a discernible re-
search emphasis on the lightweighting network 
models [41].

This highlights a theoretical framework wherein 
the primary emphasis lies in the application 
of DL methodologies for the classification of 
breast cancer images and the delineation of 
lesions, underscoring a pivotal role for AI in 
diagnostic processes [42]. Concurrently, the 
research thrust towards lightweighting network 
models reflects a strategic exploration into op-
timizing computational efficiency without com-
promising diagnostic accuracy. This dual focus 
on classification and lightweighting is indica-
tive of a nuanced approach within theoretical 
frameworks, aiming to balance diagnostic effi-
cacy with computational feasibility in the con-
text of breast cancer diagnosis through CADx 
methodologies.

Mammography used in the prediction of breast 
cancer

In recent years, research efforts have not only 
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been dedicated to the advancement of medical 
imaging technology and the enhancement of 
image clarity but have also embraced the inte-
gration of multimodal information. This includes 
the integration of textual and image data into 
the research scope, aiming to establish breast 
cancer risk prediction models. These models 
enable risk assessment and screening for high-
risk individuals, facilitating targeted interven-
tion measures.

For instance, Kyono et al. developed a machine 
learning approach to identify normal cases in 
screening mammography [43]. Utilizing a Deep 
Convolutional Neural Network with multitask 
learning, it was trained to extract imaging fea-
tures for prediction. The predictions from mul-
tiple views were combined with non-imaging 
patient data and input into another deep net-
work for assessing case abnormalities. Kumar 
used the voting classifier technique to predict 
breast cancer and proposed a new model 
combining three classifiers, J48, Bayesian, and 
support vector machine, and used the voting 
fusion technique in the classification of benign 
and malignant tumors [44]. The study by Ak-
selrod-Ballin et al. combined machine learning 
and DL to apply mammography images and 
electronic health records to construct a risk 
prediction model based on imaging histological 
features and clinical histological features [45]. 
The research employed standard breast image 
views alongside comprehensive clinical history 
as input, extracting medical imaging features 
and clinical case attributes as feature sets. 
By combining the eXtreme Gradient Boosting 
method and the minimum area under the Re-
ceiver Operating Characteristic curve method, 
the predictive results were binarily classified as 
cancer-positive or normal. Their model outper-
formed the commonly used Gail model, exhibit-
ing superior sensitivity and specificity compared 
to the established benchmarks of the breast 
cancer surveillance consortium.

A team of researchers from the Computer Sci-
ence and Artificial Intelligence Laboratory at 
the University of Massachusetts Institute of 
Technology and Massachusetts General Hos-
pital has created a DL model capable of auto-
matically predicting whether a patient is likely 
to develop breast cancer within the next five 
years based on mammographic images [46]. 
The utilized model incorporated full-field-of-view 
mammography images and considered several 
conventional risk factors, encompassing breast 
cancer diagnosis, imaging follow-up spanning 
at least five years post-diagnosis, age, weight, 
height, age at menarche, menopausal status, 
comprehensive family history of breast and 

ovarian cancer, BRCA mutation status, history 
of atypical hyperplasia, history of lobular car-
cinoma in situ, and breast density. The results 
demonstrated that the model was able to learn 
subtle patterns of malignancy signs in breast 
tissue with a 13% improvement in accuracy 
over the current clinical standard, the Tyrer-Cu-
sick model (version 8). The study has also 
re-affirmed that mammograms and traditional 
risk factors contain complementary information 
and that traditional risk factors can also have a 
critical impact on breast cancer developement.

Qian et al. proposed a multi-path DL architec-
ture based on multi-modal breast ultrasound 
images [47]. Their dataset selected patients 
with three imaging modes: ultrasound B-mode, 
color Doppler ultrasound, and elastography. 
Different weights were assigned to images from 
different imaging modes in the predictive mod-
el. Their research showed that the AI model 
was as good at predicting breast cancer risk 
as the 7 experienced radiologists in the study. 
Ali et al. introduced a label-free breast cancer 
detection tool based on a small data set [48]. 
The image data set used a combination of 
three nonlinear imaging modes (coherent an-
ti-Stokes Raman-scattering, two-photon excited 
autofluorescence, and second harmonic gener-
ation), demonstrating that multi-modal imaging 
can improve the efficiency and accuracy of 
predictive diagnosis for small sample sizes of 
patients. Siviengphanom et al. demonstrated 
that the overall radiological profile of mammo-
grams could be used to predict difficult-to-inter-
pret cases and that a model that used either 
CC-view or MLO-view images alone was more 
accurate than a model used both CC and MLO 
views [49]. It was suggested that model with 
dual CC+MLO bits had lower performance, and 
quantitative overall radiomic features extracted 
from mammograms could help to accurately 
differentiate between hard-to-interpret normal 
cases and easy-to-interpret normal cases.

The assessment of bilateral breast asymmetry 
holds significance in the evaluation of cancer 
risk, as the presence of tumors often induces 
asymmetry in breast size. Studies by Li et al. 
have successively proposed breast cancer 
short-term risk prediction models based on lo-
cal regional bilateral asymmetry features, and 
on global regional features combined with local 
regional features [50, 51]. Furthermore, the 
research conducted by Wengert et al. substan-
tiates the pivotal role of a comprehensive eval-
uation of multimodal imaging in enhancing the 
accuracy of breast density measurement [52]. 
Breast density, as identified through multimod-
al imaging, emerges as a promising factor for 
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risk prediction and stratification in the context 
of breast cancer.

In the realm of breast disease prediction, the 
application of mammography images has be-
come a focal and highly discussed topic. By 
integrating mammography images with mul-
timodal imaging, such as ultrasound images, 
and incorporating patient pathological informa-
tion, we are advancing toward achieving a more 
precise prediction of breast diseases.

This discourse emphasizes the pivotal role of 
utilizing mammography images in breast dis-
ease prediction. The effective integration of 
these images with other modalities or patient 
pathology data provides us with a deliberate 
strategy to enhance the accuracy of auxiliary 
predictions. It underscores the potential syner-
gies between different sources of medical infor-
mation in shaping the theoretical framework for 
advancing breast disease prediction.

Conclusion and outlook

CAD plays a crucial role in the research and 
development of medical imaging, particularly 
in the field of mammography with molybdenum 
target images. Firstly, through a comprehensive 
examination of patient positioning, we can bet-
ter understand how to improve the readability 
of molybdenum target images and the accuracy 
of breast disease diagnosis. Appropriate imag-
ing positions can effectively enhance the dis-
play of breast morphology and details, assisting 
doctors in more accurately identifying and 
diagnosing breast diseases. Simultaneously, 
through the study of lightweight network mod-
els, it is possible to optimize the computational 
efficiency of models without compromising 
diagnostic accuracy, making it more practical 
for real-world applications and providing better 
support for molybdenum-targeted breast dis-
ease auxiliary diagnosis systems. By improving 
the performance of neural networks, we will 
further enhance the accuracy of breast dis-
ease diagnosis based on molybdenum target 
images, potentially predicting the likelihood of 
breast diseases. Finally, in the field of breast 
disease prediction, the integration of mammog-
raphy images with other modal imaging and 
patient pathological information can further im-
prove the prediction accuracy. However, despite 
some progress, continued in-depth research is 
needed to further optimize the performance of 
CAD systems and enhance their practical value 
in clinical practice.
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